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Abstract

The INTERSPEECH 2012 Speaker Trait Challenge provides for

the first time a unified test-bed for ‘perceived’ speaker traits:

Personality in the five OCEAN personality dimensions, likability

of speakers, and intelligibility of pathologic speakers. In this

paper, we describe these three Sub-Challenges, Challenge condi-

tions, baselines, and a new feature set by the openSMILE toolkit,

provided to the participants.

Index Terms: Computational Paralinguistics, Speaker Traits,

Personality, Likability, Pathology

1. Introduction

Whereas the first open comparative challenges in the field of

paralinguistics targeted more ‘conventional’ phenomena such

as emotion, age, and gender, there still exists a multiplicity of

not yet covered, but highly relevant speaker states and traits.

In the last instalment, we focused on speaker states, namely

sleepiness and intoxication. Consequently, we now want to fo-

cus on speaker traits. In that regard, the INTERSPEECH 2012

Speaker Trait Challenge broadens the scope by addressing three

less researched speaker traits – the computational analysis of per-

sonality, likability, and pathology in speech. Main applications

are found in intelligent and socially competent dialogue systems,

agents and robots [1], as well as in the medical domain. Three

Sub-Challenges are addressed:

In the Personality Sub-Challenge, the personality of a

speaker has to be determined based on acoustics but potentially

including linguistics, for the OCEAN five personality dimen-

sions [2], each mapped onto two classes.

In the Likability Sub-Challenge, the likability of a speaker’s

voice has to be determined by a learning algorithm and acoustic

features. While the annotation provides likability in multiple

levels, the classification task is binarised.
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In the Pathology Sub-Challenge, the intelligibility of a

speaker in a pathological condition has to be determined by

a classification algorithm and acoustic features.

By that – as opposed to the INTERSPEECH 2010 Paralin-

guistic Challenge – we now deal with perceived speaker traits.

The measure of competition will be Unweighted Average Recall

of the two classes. Class labels of the train and development

sets will be known. All Sub-Challenges allow contributors to

find their own features with their own machine learning algo-

rithm. However, a standard feature set will be provided for all

Sub-Challenges. Participants will have to stick to the definition

of training, development, and test sets. They are encouraged to

report on results obtained on the development set, but have only

five trials to upload their results on the test sets, whose labels

are unknown to them. Each participation will be accompanied

by a paper presenting the results that undergoes peer-review and

has to be accepted for the conference in order to participate in

the Challenge. The organisers preserve the right to re-evaluate

the findings, but will not participate themselves in the Challenge.

Participants are encouraged to compete in all Sub-Challenges.

In the following we introduce the Challenge corpora (Sec-

tion 2), features (Section 3), and baselines (Section 4) before

concluding (Section 5).

2. Challenge Corpora

2.1. Speaker Personality Corpus (SPC)

In the Personality Sub-Challenge the “Speaker Personality Cor-

pus” (SPC) serves for analyses and comparison [3]. The corpus

includes 640 clips randomly extracted from the French news bul-

letins that Radio Suisse Romande, the Swiss national broadcast

service, has transmitted during February 2005. There is only one

person per clip and the total number of individuals is 322. The

most frequent speaker appears in 16 clips, while 61.0 % of the

people talk in one clip and 20.2 % in two. The length of the clips

is, with a few exceptions, 10 seconds (roughly one hour and 40

minutes in total).

A pool of eleven judges performed the personality assess-

ment. Each judge listened to all clips and, for each one of them,

completed the BFI-10, a personality assessment questionnaire

commonly applied in the literature [4] and aimed at calculating



Table 1: Partitioning of Speaker Personality Corpus (X: high on

trait X / NX: low on trait X, X ∈ { O, C, E, A, N }). #: number

of instances per set and class.

SPC Sub-Task # Train Devel Test Σ

OPENNESS O 97 70 80 247

NO 159 113 121 393

CONSCIENTIOUS. C 110 81 99 290

NC 146 102 102 350

EXTRAVERSION E 121 92 107 320

NE 135 91 94 320

AGREEABLENESS A 139 79 105 323

NA 117 104 96 317

NEUROTICISM N 140 88 90 318

NN 116 95 111 322

Σ 256 183 201 640

a score for each of the Big-Five dimensions [2]: OPENNESS to

experience (Artistic, Curious, Imaginative, Insightful, Original,

Wide interests); CONSCIENTIOUSNESS (Efficient, Organized,

Planful, Reliable, Responsible, Thorough); EXTRAVERSION

(Active, Assertive, Energetic, Outgoing, Talkative); AGREE-

ABLENESS (Appreciative, Forgiving, Generous, Kind, Sympa-

thetic, Trusting); NEUROTICISM (Anxious, Self-pitying, Tense,

Touchy, Unstable, Worrying). The BFI-10 was completed via an

on-line application, thus the judges were never in direct contact

with each other. The judges were allowed to work no more than

60 minutes per day (split into two 30 minutes long sessions)

to ensure a proper level of concentration during the entire as-

sessment. Furthermore, the clips were presented in a different

order to each judge to avoid tiredness effects in the last clips of

a session. The judges signed a formal declaration that they do

not understand French, in order to ensure that only nonverbal

cues are taken into account. Attention has been paid to avoid

clips containing words that might be understood by non-French

speakers (e. g., names of places or famous persons) and might

have a priming effect. For a given judge, the assessment of each

clip yields five scores corresponding to the OCEAN traits. Each

clip is labelled to be above average (X) for a given trait X ∈ {
O, C, E, A, N } if at least six judges (the majority) assign to it a

score higher than their average for the same trait; otherwise, it

is labelled NX. Training, development and test set are defined

by speaker independent subdivision of the SPC, stratifying by

speaker gender (Table 1).

2.2. Speaker Likability Database (SLD)

In the Likability Sub-Challenge the “Speaker Likability Database”

(SLD) is used [5]. The SLD is a subset of the German Agender

database [6], which was originally recorded to study automatic

age and gender recognition from telephone speech. The speech

is recorded over fixed and mobile telephone lines at a sample

rate of 8 kHz. The database contains 18 utterance types taken

from a set listed in detail in [6]. An age and gender balanced

set of 800 speakers is selected. For each speaker, we used the

longest sentence consisting of a command embedded in a free

sentence, in order to keep the effort for judging the data by many

listeners as low as possible.

Likability ratings of the data were established by presenting

the stimuli to 32 participants (17 male, 15 female, aged 20–42,

mean=28.6, standard deviation=5.4). To control for effects of

gender and age group on the likability ratings, the stimuli were

Table 2: Partitioning of Speaker Likability Database (L: likable

/ NL: non-likable).

SLD # Train Devel Test Σ

L 189 92 119 400

NL 205 86 109 400

Σ 394 178 228 800

presented in six blocks with a single gender / age group. To miti-

gate effects of fatigue or boredom, each of the 32 participants

rated only three out of the six blocks in randomised order with

a short break between each block. The order of stimuli within

each block was randomised for each participant as well. The

participants were instructed to rate the stimuli according to their

likability, without taking into account sentence content or trans-

mission quality. The rating was done on a seven point Likert

scale. All participants were paid for their service. A preliminary

analysis of the data shows no significant impact of participants’

age or gender on the ratings, whereas the samples rated are

significantly different (mixed effects model, p < .0001). To

establish a consensus from the individual likability ratings (16

per instance), the evaluator weighted estimator (EWE) [7] was

used. The EWE is a weighted mean, with weights corresponding

to the ‘reliability’ of each rater, which is the cross-correlation

of her/his rating with the mean rating (over all raters). For each

rater, this cross-correlation is computed only on the block of

stimuli which s(he) rated. In general, the raters exhibit varying

‘reliability’ ranging from a cross-correlation of .057 to .697.

The EWE rating was discretised into the ‘likable’ (L) and

‘non-likable’ (NL) classes based on the median EWE rating of all

stimuli in the SLD. For the Challenge, the data were partitioned

into a training, development, and test based on the subdivision for

the Interspeech 2010 Paralinguistic Challenge (Age and Gender

Sub-Challenges). We ‘shifted’ roughly 30 % of the develop-

ment speakers to the test set (in a stratified way), in order to

increase its size. The resulting partitioning for this Challenge

is shown in Table 2. While the Challenge task is classification,

the EWE is provided for the training and development sets, and

participants are encouraged to present regression results in their

contributions.

2.3. NCSC

For the Pathology Sub-Challenge we selected the “NKI CCRT

Speech Corpus” (NCSC) recorded at the Department of Head

and Neck Oncology and Surgery of the Netherlands Cancer

Institute as described in [8]. The corpus contains recordings

and perceptual evaluations of 55 speakers (10 female, 45 male)

who underwent concomitant chemo-radiation treatment (CCRT)

for inoperable tumors of the head and neck. Recordings and

evaluations in the corpus were made before and after CCRT:

before CCRT (T0; 54 speakers), 10-weeks after CCRT (T1; 48

speakers) and 12-months after CCRT (T3; 39 speakers). Average

speaker age was 57. Not all speakers were Dutch native speakers.

All speakers read a Dutch text of neutral content.

Thirteen recently graduated or about to graduate speech

pathologists (all female, native Dutch speakers, average age

23.7 years) evaluated the speech recordings in an online exper-

iment on an intelligibility scale from 1 to 7. Participants were

requested to complete the evaluations in a quiet environment.

All participants completed an on-line familarisation module.

All samples were manually transcribed and an automatic

phoneme alignment was generated by a speech recogniser



Table 3: Partitioning of NKI CCRT Speech Corpus (segment

level, I: intelligible / NL: non-intelligible).

NCSC # Train Devel Test Σ

I 384 341 475 1 200

NI 517 405 264 1 186

Σ 901 746 739 2 386

trained on Dutch speech using the Spoken Dutch Corpus (CGN).

Transcription and phonemisation are provided for the partici-

pants. For the Challenge, the original samples were segmented

at the sentence boundaries. The training, development, and

test partitions were obtained by stratifying according to age,

gender and nativeness of the speakers, roughly following a

40 % / 30 % / 30 % partitioning (cf. Table 3). The average rank

correlation (Spearman’s rho) of the individual ratings with the

mean rating is .783. In accordance with the Likability Sub-

Challenge, the EWE was calculated and discretised into binary

class labels (intelligible, non-intelligible), dividing at the me-

dian of the distribution. Note that the class labels of the speech

segments are not exactly balanced (1 200 / 1 186) since the me-

dian was taken from the ratings of the non-segmented original

speech. As for likability, we provide the EWE for the training

and development sets.

3. Challenge Features

For the baseline acoustic feature set used in this Challenge, we

unify the acoustic feature sets used for the INTERSPEECH

2010 Paralinguistic Challenge dealing with ground truth (‘non-

perceived’) speaker traits (age and gender) with the new acoustic

features introduced for the INTERSPEECH 2011 Speaker State

(SSC) and Audio-Visual Emotion Challenges (AVEC) aiming

at the assessment of perceived speaker states. Again, we use

TUM’s open-source openSMILE feature extractor [9] and pro-

vide extracted feature sets on a per-chunk level and a configu-

ration file to allow for additional frame-level feature extraction.

The general strategy was to preserve the high-dimensional 2011

SSC feature set including energy, spectral and voicing related

low-level descriptors (LLDs); a few LLDs are added including

logarithmic harmonic-to-noise ratio (HNR), spectral harmonic-

ity, and psychoacoustic spectral sharpness, as in the AVEC 2011

set. The chosen set of LLDs is shown in Table 4. Regarding func-

tionals, on the one hand, we aim at a more careful selection—for

example, from delta regression coefficients we do not compute

the simple arithmetic mean as in the 2011 SSC set, but rather

the mean of positive values, and the utterance duration is not

considered as a useful feature, in contrast to the assessment of

speaker states. On the other hand, we added a variety of function-

als related to local extrema, such as mean and standard deviation

of inter-maxima distances, as in the AVEC 2011 feature set. Fur-

thermore, to compute the location of these extrema, we use a

refined peak picking algorithm with respect to the 2011 SSC.

The set of applied functionals is given in detail in Table 5. Al-

together, the 2012 Speaker Trait Challenge feature set contains

6 125 features, which is roughly a 40 % increase over previous

year’s feature set.

4. Challenge Baselines

As evaluation measure, we retain the choice of unweighted av-

erage (UA) recall as used since the first Challenge held in 2009

[10]. In the given case of two classes (‘X’ and ‘NX’), it is calcu-

Table 4: 64 provided low-level descriptors (LLD).

4 energy related LLD

Sum of auditory spectrum (loudness)

Sum of RASTA-style filtered auditory spectrum

RMS Energy

Zero-Crossing Rate

54 spectral LLD

RASTA-style auditory spectrum, bands 1-26 (0–8 kHz)

MFCC 1–14

Spectral energy 250–650 Hz, 1 k–4 kHz

Spectral Roll Off Point 0.25, 0.50, 0.75, 0.90

Spectral Flux, Entropy, Variance, Skewness, Kurtosis,

Slope, Psychoacoustic Sharpness, Harmonicity

6 voicing related LLD

F0 by SHS + Viterbi smoothing, Probability of voicing

logarithmic HNR, Jitter (local, delta), Shimmer (local)

Table 5: Applied functionals. 1: arithmetic mean of LLD /

positive ∆ LLD. 2: only applied to voice related LLD. 3: not

applied to voice related LLD except F0. 4: only applied to F0.

Functionals applied to LLD /∆ LLD

quartiles 1–3, 3 inter-quartile ranges

1 % percentile (≈min), 99 % percentile (≈max)

position of min / max

percentile range 1 %–99 %

arithmetic mean1, root quadratic mean

contour centroid, flatness

standard deviation, skewness, kurtosis

rel. duration LLD is above / below 25 / 50 / 75 / 90% range

rel. duration LLD is rising / falling

rel. duration LLD has positive / negative curvature2

gain of linear prediction (LP), LP Coefficients 1–5

mean, max, min, std. dev. of segment length3

Functionals applied to LLD only

mean of peak distances

standard deviation of peak distances

mean value of peaks

mean value of peaks – arithmetic mean

mean / std.dev. of rising / falling slopes

mean / std.dev. of inter maxima distances

amplitude mean of maxima / minima

amplitude range of maxima

linear regression slope, offset, quadratic error

quadratic regression a, b, offset, quadratic error

percentage of non-zero frames4

lated as (Recall(X)+Recall(NX))/2, i. e., the number of instances

per class is ignored by intention. The motivation to consider

unweighted average recall rather than weighted average (WA)

recall (‘conventional’ accuracy, additionally given for reference)

is that it is also meaningful for highly unbalanced distributions

of instances among classes, as given in former Challenges, and

for more than two classes. In the case of equal distribution, UA

and WA naturally resemble each other. In related disciplines of

spoken language technology, evaluation often makes use of the

Detection Error Trade-off (DET, False Negative Rate vs. False

Positive Rate) curve, which is an alternative to the Receiver Oper-

ating Characteristic (ROC, True Positive Rate vs. False Positive

Rate). As additional measure we thus provide the Area Under



Table 6: Personality, Likability, and Pathology Sub-Challenge baseline results by linear SVM and random forests (ensembles of

unpruned REPTrees trained on random feature sub-spaces) by unweighted and weighted average (UA/WA) recall in percent (weighting

by number of instances per class). C: complexity parameter; N × P : # of trees / sub-space size; Sopt: optimal random seed on Devel;

mean ± standard deviation across random seeds for RF. Competition measure is UA.

Task SVM Random Forests

Devel Test Devel Test

C UA (WA) AUC UA (WA) AUC N × P UA (WA) AUC Sopt UA (WA) AUC

Personality Sub-Challenge

(N)O 10
−3 60.4 (62.8) 67.6 57.8 (59.7) 62.9 100×.1 57.7± 2.3 (64.4) 67.0 15 59.0 (63.7) 67.4

(N)C 10
−2 74.5 (74.9) 80.0 80.1 (80.1) 84.5 1 000×.02 74.9± 0.9 (74.8) 81.2 25 79.1 (79.1) 83.7

(N)E 10
−2 80.9 (80.9) 90.5 76.2 (76.6) 84.1 1 000×.01 82.8± 0.9 (82.8) 92.0 28 75.3 (75.6) 85.2

(N)A 10
−3 67.6 (65.6) 71.1 60.2 (60.2) 62.1 1 000×.01 67.2± 1.4 (64.6) 71.6 5 64.2 (64.2) 66.7

(N)N 10
−2 68.0 (68.3) 71.9 65.9 (65.7) 71.8 1 000×.05 68.9± 0.6 (68.9) 73.5 10 64.0 (63.7) 71.6

Mean 70.3 (70.5) 76.2 68.0 (68.5) 73.1 70.3 (71.1) 77.1 68.3 (69.3) 74.9

Likability Sub-Challenge

(N)L 10
−4 58.5 (58.4) 60.8 55.9 (56.1) 61.1 1 000×.02 57.6± 1.4 (57.5) 57.0 26 59.0 (59.2) 64.7

Pathology Sub-Challenge

(N)I 10
−3 61.1 (61.0) 63.9 68.0 (66.2) 76.6 1 000×.02 64.8± 0.5 (64.8) 69.9 8 68.9 (67.5) 75.0

the Curve (AUC) as given by the WEKA toolkit that reduces

the curve to a single measure. Note, however, that this measure

is not compliant with the principle of result calculation in this

series of Challenges: It demands for multiple evaluations of

the learning algorithm’s model or knowledge of confidences per

instance; however, participants are allowed to submit only five

uploads of their predictions on unlabelled test data and are not

required to provide learnt models or confidences.

For the baselines we exclusively exploit acoustic feature

information. For transparency and reproducibility, we use open-

source classifier implementations from the WEKA data mining

toolkit [11]. As classifiers, we first use linear Support Vector

Machines (SVM) trained with Sequential Minimal Optimisa-

tion (SMO), as they are robust against overfitting in high di-

mensional feature spaces. We choose the complexity param-

eter C ∈ {10−4, 10−3, . . . , 1} for the SMO algorithm that

achieves best UA recall on the development set. Logistic mod-

els were fitted to the SVM outputs to calculate meaningful

AUC values. Second, we evaluate Random Forests (RF), which

avoid the curse of dimensionality by constructing ensembles

of REPTrees trained on random feature subspaces as proposed

in [12]. On the development set, we determine an optimal fea-

ture subspace size P ∈ {.01, .02, .05, .1} and number of trees

N ∈ {100, 200, 500, 1 000}. To allow for robust parameter

selection, the parameters N and P yielding the best average

UA recall across random seeds 1–30 on the development set are

selected. While we display mean and standard deviation of UA

recall for the optimal values of N and P , the official Challenge

baseline on the test set is the (single) result achieved by choosing

N , P and the random seed Sopt ∈ {1, . . . , 30} that is optimal

on the development set. For evaluation on the test set, we re-train

the models using the training and development set for evaluation

on the test set. Parameter selection was found to generalise well

to the extended training set.

Table 6 shows that RF deliver slightly better UA recall on

the test set than SVM, for all three Sub-Challenges; however,

the difference is not significant (p > .05 according to a z-test).

Furthermore, all results with RF on the test set are significantly

above chance level UA (p < .05). Of the tasks investigated, the

recognition of conscientiousness (80.1 % UA recall on test using

RF), extraversion (75.3 %) and intelligibility (68.6 %) can be

performed most robustly.

5. Conclusion

We introduced the INTERSPEECH 2012 Speaker Trait Chal-

lenge that concentrated on perceived speaker traits. As for previ-

ous Challenges, we focused on realistic settings including radio

broadcast, mobile phone, and genuine pathologic speech – the

baseline results show the difficulty of the investigated automatic

recognition tasks. We have provided a baseline using a rather

‘brute force’ feature extraction and classification approach for

the sake of consistency across the Sub-Challenges; particularly,

for the Pathology Sub-Challenge, no information on the phonetic

content is used or assessed in the baseline. Hence, it will be of

interest to see the performance of methods that are more tailored

to peculiarities of the presented tasks.
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